A comparative study of immersed-boundary and interpolated bounce-back methods in LBE
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1 Introduction

In recent years, the Lattice Boltzmann Equation (LBE) has become an efficient alternative for Direct Numerical Simulations (DNS) of complex fluids, such as colloidal suspensions and interfacial flows (cf. Yu et al. (2003) and references therein). The LBE has been proved to be valid for solving the incompressible Navier-Stokes equations (Junk et al., 2005), it has also been shown to be efficient and competitive in some circumstances such as complex fluid flows through porous media (Ginzburg and d’Humières, 2003; Pan et al., 2006) and non-spherical particulate suspensions in fluid flows (Ladd, 1994a, 1994b; Ladd and Verberg, 2001; Qi and Luo, 2002, 2003; Qi et al., 2002). In the LBE simulations of complex flows, accurate treatment of fluid-boundary conditions is imperative. Recent studies show that interpolated bounce-back method is accurate and effective (Bouzidi et al., 2001; Ginzburg and d’Humières, 2003; Pan et al., 2006). However, it should be stressed that the second-order accuracy of the bounce-back type boundary conditions can only be fully realised through the LBE with Multiple-Relaxation-Time (MRT) collision model (Ginzbourg and Adler, 1994; Ginzburg and d’Humières, 1996, 2003; Bouzidi et al., 2001; Pan et al., 2006).

The idea of the IBB method (Bouzidi et al., 2001; Ginzburg and d’Humières, 2003; Pan et al., 2006) to treat fluid-solid boundary conditions is relatively simple. The LBE method usually employs uniform Cartesian meshes in two or three dimensions. With a simple bounce-back
method, arbitrary shape of a solid object is crudely approximated by those grid points closest to the boundary geometry. Thus, a smooth boundary in 2D is approximated by zig-zag staircase. While the zig-zag approximation is very easy to implement, it is inaccurate in preserving the boundary geometric integrity. By using interpolations (Bouzidi et al., 2001; Ginzburg and d’Humières, 2003; Pan et al., 2006), the accuracy of geometric representation is greatly improved. However, the interpolations also increase the complexity of the LBE method in terms of programming, especially for moving boundary problems.

The IB method due to Peskin (1977, 2002) and Lai and Peskin (2000) is a simple method to treat boundary conditions in bio-fluid systems. It has undergone various modifications and improvements to become a useful method for problems of fluid-structure interactions (cf. Peskin, 2002; Lai and Peskin, 2000; Mittal and Iaccarino, 2005; Li and Ito, 2006). The essence of the immersed boundary method is to use Eulerian Cartesian mesh for fluid equations and a set of Lagrangian marker points for boundaries. The set of marker points is completely independent of the Eulerian mesh, and the interaction between the marker points and the fluid flow are realised through a smoothed approximation to the Dirac $\delta$-function (Peskin, 1977, 2002). The independence of a geometric boundary defined by the Lagrangian markers to the underlying Eulerian Cartesian mesh for fluid flow makes the IB method very easy to implement, and this is the main attraction and advantage of the IB method.

Since the LBE method is an Eulerian method with uniform Cartesian meshes, it is a natural candidate for fluid solver for the IB method. Only very recently the IB method has been incorporated into the lattice Boltzmann equation to simulate rigid particular suspensions in fluid flow (Feng and Michaelides, 2004, 2005). Due to its infancy, much is still untested about the IB-LBE method. In this work we intend to investigate the IB-LBE method through a comparative study between the IB-LBE method and the IBB-LBE method. We will compare these two methods in the simulations of a laminar flow past a cylinder in the $xy$-plane, which is asymmetrically placed in a channel in two-dimensions with the Reynolds number $Re = 20$ and $100$ (Schäfer and Turek, 1996).

The remainder of this paper is organised as follows. In Section 2 we provide succinct descriptions of the LBE method and the IB method. We provide brief descriptions for the LBE with MRT collision model (d’Humières, 1992; Lallemand and Luo, 2000; d’Humières et al., 2002; Lallemand and Luo, 2003), which is superior over the lattice Bhatnagar-Gross-Krook (BGK) equation (Chen et al., 1992; Qian et al., 1992) in terms of numerical stability, computational efficiency, (Lallemand and Luo, 2000; d’Humières et al., 2002; Lallemand and Luo, 2003), and accuracy of boundary conditions (Bouzidi et al., 2001; Ginzburg and d’Humières, 2003; Pan et al., 2006). We also discuss in sufficient details the interpolated bounce-back boundary conditions (Bouzidi et al., 2001). We next describe the IB method and its implementation in the LBE through a body force. We also discuss the use of stretched grids in the LBE to enhance computational efficiency (He et al., 1996, 1997; He and Luo, 1997). In Section 2 we discuss in details the results obtained by using the IB-LBE and IBB-LBE methods for the benchmark flow past a cylinder in a 2D channel. We observe that in general the IBB-LBE method produces more accurate results than the IB-LBE method, while both methods have a comparable computational efficiency and exhibit a second-order rate of convergence. Our results are particularly interesting because previous results (Feng and Michaelides, 2004, 2005) show that the IB-LBE with the BGK collision model has a first-order rate of convergence. Finally, we summarise our results and conclude the paper in Section 4.

2 Numerical methods

2.1 Lattice Boltzmann Equation

The LBE with multiple-relaxation-time collision model is written as (d’Humières, 1992; Lallemand and Luo, 2000; d’Humières et al., 2002; Lallemand and Luo, 2003):

$$f(x_j + c_\delta t, t_n + \delta t) - f(x_j, t_n) = -M^{-1} \cdot \hat{S} \cdot \{m(x_j, t_n) - m^{(eq)}(x_j, t_n)\},$$

(1)

where the bold-font symbols denote $Q$-tuple vectors, and $Q$ is the total number of discrete velocities:

$$f(x_j + c_\delta t, t_n + \delta t) = (f_0(x_j, t_n + \delta t), f_1(x_j + c_\delta t, t_n + \delta t), \ldots, f_\delta(x_j + c_\delta t, t_n + \delta t))^T,$n$$

and $b = (Q-1)$ is the number of non-zero discrete velocities, and $f, m$ and $m^{(eq)}$ represent the vectors whose components are the distribution functions, the velocity moments, and the equilibrium moments, respectively. The $Q \times Q$ matrix $M$ maps $f$ to $m$, i.e.,

$$m = M \cdot f, \quad f = M^{-1} \cdot m,$$

and $\hat{S}$ is a $Q \times Q$ diagonal matrix of the relaxation rates $\{s_i\}_{0 \leq s_i < 2}$, i.e.,

$$\hat{S} = \text{diag}(s_0, s_1, \ldots, s_b).$$

In this work, we use the nine-velocity model in two dimensions (D2Q9 model). The discrete velocities are: $c_0 = (0,0,0)$, $c_1 = (1,0,0)$, $c_2 = (0,1,0)$, $c_3 = (-1,0,0)$, $c_4 = (0,-1,0)$, $c_5 = (1,1,0)$, $c_6 = (0,-1,1)$, $c_7 = (-1,1,0)$, $c_8 = (-1,-1,0)$, and $c_9 = (1,-1,0)$, where $c = \delta \delta / \delta t$. Corresponding to the nine discrete velocities $\{c_i\}$, there are nine moments:

$$m = (\delta \rho, c, \tilde{c}, j_x, q_x, j_y, q_y, p_{xx}, p_{xy})^T.$$

(2)

Among these nine moments, the density fluctuation $\delta \rho$ and the momentum fluctuation $\delta \vec{c}$ and the momentum $j := (j_x, j_y)$ are conserved moments for the athermal LBE model considered here, the other six non-conserved moments, $c, \tilde{c}, q = (q_x, q_y)$, $p_{xx}$, and $p_{xy}$ are related to the energy, the energy square, the heat flux, and the diagonal and off-diagonal components of the
stress tensor, respectively. The equilibria of the conserved moments are themselves, and that of the non-conserved moments are functions of the conserved ones. With the low Mach number approximation, we use the following equilibria for the non-conserved moments:

\[
e^{(eq)} = -2\delta \rho + 3j \cdot j, \quad e^{(eq)} = \delta \rho - 3j \cdot j. \tag{3a}
\]

\[
q^{(eq)}_x = -j_x, \quad q^{(eq)}_y = -j_y. \tag{3b}
\]

\[
p^{(eq)}_{xx} = j_x^2 - j_y^2, \quad p^{(eq)}_{xy} = j_x j_y. \tag{3c}
\]

With the orderings of the discrete velocities \( \{c_i\} \) and the corresponding moments \( \{m_i\} \) given above, the transform matrix \( \mathbf{M} \) in Equation (1) is:

\[
\mathbf{M} = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
-4 & -1 & -1 & -1 & -1 & 2 & 2 & 2 & 2 \\
4 & -2 & -2 & -2 & -2 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & -1 & 0 & 1 & -1 & -1 & 1 \\
0 & -2 & 0 & 2 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 1 & 0 & -1 & 1 & 1 & -1 & -1 \\
0 & 0 & -2 & 0 & 2 & 1 & 1 & -1 & -1 \\
0 & 1 & -1 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & -1 & -1
\end{pmatrix}.
\]

In the equilibria of Equation (3), we have used the incompressibility approximation, i.e., the density \( \rho = \rho_0 + \delta \rho \), where \( \rho_0 = 1 \) is the mean density, and \( j \approx \rho_0 \mathbf{u} \). We only deal with the density fluctuation \( \delta \rho \) in simulation. This approach reduces the effect due to round-off error (Skordos, 1993; Mei et al., 2006).

For the D2Q9 model above, the speed of sound is

\[
e_s = \frac{1}{\sqrt{3}} c, \quad e := \delta \rho / \delta t, \tag{4}
\]

and the shear viscosity \( \nu \) and the bulk viscosity \( \zeta \) are:

\[
\nu = \frac{1}{3} \left( \frac{1}{s_7} - \frac{1}{2} \right) c \delta x, \quad \zeta = \frac{1}{6} \left( \frac{1}{s_1} - \frac{1}{2} \right) c \delta x. \tag{5}
\]

For the D2Q9 model, it is required that \( s_7 = s_8 \) and \( s_4 = s_6 \). Obviously, the relaxation rates \( s_0, s_3 \) and \( s_5 \) for the conserved moments \( (\delta \rho, j_x \text{ and } j_y) \) have no effect for the model. The other relaxation rates, \( s_2 \) (for \( \varepsilon \)) and \( s_4 = s_6 \) (for \( q_x \) and \( q_y \)) do not affect the hydrodynamics in the lowest order approximation and only affect the small scale behaviour of the model. Also, the relaxation rates \( s_4 = s_6 \) can affect the accuracy of the boundary conditions (Ginzbourg and Adler, 1994; Ginzburg and d’Humières, 1996, 2003; Pan et al., 2006). Usually, the values of \( s_2 \) and \( s_4 = s_6 \) are determined by the linear stability analysis. We will use \( s_2 = 1.54 \) and \( s_4 = s_6 = 1.9 \) unless otherwise stated.

2.1.1 Interpolated bounce-back boundary conditions

The Bounce-Back (BB) Boundary Conditions (BCs) are used to model the no-slip fluid-solid boundary conditions and are based on the intuitive picture that a particle reverses its momentum when colliding with a solid wall. Based on this intuitive picture, as illustrated by Figure 1(a), if the wall is located one half grid spacing beyond the last fluid node, \( r_A \), then a particle with velocity \( c_i \) at node \( r_A \) and time \( t_n \) collides with the wall at \( r_w \), reverses its momentum, and returns to \( r_A \). Therefore, when the wall location is not precisely located at \( \delta x/2 \) beyond the last fluid node, interpolations can be used to compute the distribution function at a desirable location. Let

\[
q := \frac{||r_A - r_w||}{\delta x}, \tag{6}
\]

as depicted in Figure 1, then

- when \( q < \frac{1}{2}, f_i(r_D) \) can be constructed from the \( f_i \)'s in the nearby nodes before the bounce-back collision, so that \( f_i(r_A) \) is obtained after the bounce-back collision with the wall located at \( r_w \);
- when \( q \geq \frac{1}{2}, f_i(r_A) \) is obtained with \( f_i(r_D) \) after the bounce-back collision and \( f_i \) at other nearby nodes.

where \( c_i := -c_i \).

Figure 1 Illustration of the bounce-back (BB) boundary conditions (BCs): (a) \( q = 1/2 \), the ‘perfect’ BB-BCs without interpolation; (b) \( q < 1/2 \), the BB-BCs with interpolations before the collision with the wall located at \( r_w \); (c) \( q \geq 1/2 \), the BB-BCs with interpolations after the collision with the wall.

One can use either linear or quadratic interpolations to compute the unknown distribution function \( f_i(r_A) \) (Bouzidi et al., 2001). We will use the following quadratic interpolations:

\[
f_i(r_A, t_n + \delta t) = q(1 + 2q)f_i^*(r_A, t_n) + (1 - 4q^2)f_i^*(r_A - c_i \delta t, t_n) + q(2q - 1)f_i^*(r_A - 2c_i \delta t, t_n), \quad 0 < q < 1/2, \tag{7a}
\]
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where \( f_i^* \) denotes the post-collision distribution function. It must be stressed that \( q = 0 \) and \( q = 1 \) are singular cases which reduce to the case of \( q = 1/2 \) based on the basic picture of the bounce-back collision. Therefore it is simply futile to enforce the Dirichlet boundary conditions for velocity \( u \) to be satisfied on a grid point in the LBE (Ginzburg and Adler, 1994; Ginzburg and d’Humières, 2003; Ginzburg, 2005a, 2005b, 2006, 2007).

While the bounce-back boundary conditions are the most often used in the LBE method, they are also misunderstood most often. By no means the intuitive picture illustrated in Figure 1 should not be taken for granted or literally. The precise location where the no-slip boundary conditions are satisfied is model dependent. It can be shown analytically that, for the Poiseuille flow, the no-slip boundary location is precisely one half lattice spacing beyond the last fluid node if and only if the following relation is satisfied (Ginzburg and Adler, 1994; Ginzburg and d’Humières, 2003):

\[
s_q = \frac{8(2-s_\nu)}{(8-s_\nu)},
\]

where \( s_\nu = s_\gamma = s_8 \) is the relaxation rate for \( p_{xx} \) and \( p_{xy} \) which also determines the shear viscosity \( \nu \) given by Equation (5) and \( s_q = s_4 = s_6 \) is the relaxation rate for \( q = (q_x, q_y) \). Obviously, such a relationship is impossible to be satisfied with the single-relaxation-time model (or the BGK model), therefore the boundary location depends on the relaxation parameter \( \tau \) in lattice BGK models.

2.2 Immersed Boundary Method

The Immersed Boundary Method (IBM) has become a popular method to treat boundary conditions in computational fluid dynamics. In IBM, various boundary conditions are re-casted as body forces due to boundary condition constraints. The immersed boundary method uses a set of discrete marker points (markers) to present boundary geometry. These markers are completely independent of the mesh used in a flow solver and are governed by Lagrangian dynamics. The coupling between the marker points and the flow are realised by the force the flow exerts on the markers and the reaction force the markers exert on the flow. The distribution of the forces is accomplished by an approximated Dirac \( \delta \)-function.

For the two-dimensional domain \( \Omega \) containing a one-dimensional closed boundary \( \Gamma \), the configuration of \( \Gamma \) can be represented in the parametric form of \( X(\varsigma, t) \) for \( 0 \leq \varsigma \leq 1 \), and \( X(0, t) = X(N, t) \), where the parameter \( \varsigma \) tracks a material point of the boundary. The equation of motion for a Lagrangian point on the boundary is:

\[
\frac{\partial}{\partial t} X(\varsigma, t) = u(X(\varsigma, t))
\]

\[
= \int_\Omega u(x, t) \delta(x - X(\varsigma, t)) \, dx,
\]

where \( u \) is the velocity of the marker at position \( X(\varsigma, t) \). By virtue of the no-slip boundary conditions, the velocity \( u \) must also satisfy the incompressible Navier-Stokes equations:

\[
\rho \frac{\partial u}{\partial t} + \rho u \cdot \nabla u = -\nabla p + \rho \nu \nabla^2 u + f,
\]

where the flow velocity \( u \), the pressure \( p \), and the body force \( f \) evolve on the Eulerian coordinate system \( x \), while the boundary force \( F \) evolves on the Lagrangian coordinate system \( X \) defined by the boundary \( \Gamma \). The body force \( f \) and the boundary force \( F \) are related as the following:

\[
f(x, t) = \int_\Gamma F(\varsigma, t) \delta(x - X(\varsigma, t)) \, d\varsigma,
\]

\[
F(\varsigma, t) = F(X(\varsigma, t), t).
\]

The essence of the IBM is represented by Equations (9), (11a) and (11b). The Lagrangian markers are evolved by the velocity \( u \) and the velocity field \( u(x, t) \) must be interpolated from the Eulerian coordinate \( x \) in the flow domain \( \Omega \) to the Lagrangian coordinate \( X(\varsigma, t) \) at the boundary \( \Gamma \), as indicated by the integral over the flow domain \( \Omega \) in Equation (9). The boundary force \( F \) has to be distributed from the Lagrangian coordinate \( X \) to the Eulerian one \( x \) as indicated by the integral over the boundary \( \Gamma \) in Equation (11a). Obviously, the connection between the Eulerian mesh for flows and the Lagrangian markers for boundaries relies on the approximation of the Dirac \( \delta \)-function. We use the following smooth approximation of the Dirac \( \delta \)-function in \( d \) dimensions:

\[
\delta_h(x) = \delta_h(x_1) \delta_h(x_2) \cdots \delta_h(x_d), \quad x \in \mathbb{R}^d,
\]

\[
\delta_h(x) = \begin{cases} 
\frac{1}{4h} \left[ 1 + \cos \left( \frac{\pi x}{2h} \right) \right] & |x| \leq 2h, \\
0 & |x| > 2h.
\end{cases}
\]

Obviously, the approximated \( \delta \)-function satisfies the following criteria:

\[
\lim_{h \to 0} \delta_h(x) = \delta(x), \quad \sum_{x_i} \delta_h(x_i) h = 1,
\]

and other higher order moment constraints (Peskin, 2002).

2.2.1 Fluid-boundary interaction in IBM

The hydrodynamic force due to flow at any point \( x \) is

\[
f'(x) = \rho (\partial_t u + u \cdot \nabla u) + \nabla p - \rho \nu \nabla^2 u,
\]

which can be approximated in discrete time as the following:

\[
f'(x) = \rho^{(n)} \left( \frac{u^{(n+1)} - u^{(n)}}{\delta_t} + u^{(n)} \cdot \nabla u^{(n)} \right) + \nabla p^{(n)} - \rho^{(n)} \nu \nabla^2 u^{(n)},
\]
where the superscript \((n)\) denotes the discrete time \(t = t_n = n\delta_t\). If the velocity \(\mathbf{u} = \mathbf{U}\) at the boundary \(\mathbf{x} = \mathbf{X}\), then the no-slip boundary conditions lead to:

\[
f'(\mathbf{X}) = \rho^{(n)} \left( \frac{\mathbf{U} - \mathbf{u}^{(n)}}{\delta_t} + \mathbf{u}^{(n)} \cdot \nabla \mathbf{u}^{(n)} \right) + \nabla p^{(n)} - \rho^{(n)} \nabla^2 \mathbf{u}^{(n)}.
\]

(15)

Because the flow fields \(\mathbf{u}\) and \(p\) are computed on the Eulerian grids \(\{x_j\}\), so is the force \(f'\). To obtain the value of \(f'\) at a given boundary point \(\mathbf{X}\), we use the following interpolation formula for \(\mathbf{u}\) and \(p\):

\[
\mathbf{u}(\mathbf{X}) = \int_{\Omega} \mathbf{u}(\mathbf{x}) \delta(\mathbf{x} - \mathbf{X}) \, d\mathbf{x}
\]

\[
\approx \int_{\Omega} \mathbf{u}(\mathbf{x}) \delta_h(\mathbf{x} - \mathbf{X}) \, d\mathbf{x}
\]

\[
\approx \sum_{x_j \in \Omega_h(\mathbf{X})} \mathbf{u}(x_j) \delta_h(x_j - \mathbf{X}) h^d,
\]

(16)

where \(\Omega_h(\mathbf{X})\) denotes the support of \(\delta_h(\mathbf{x} - \mathbf{X})\).

The boundary \(\Gamma\) is represented by \(L\) discrete points \(\{x_k := X(\varsigma_k) | k = 1, 2, \ldots, L\}\). The boundary force \(\mathbf{F}\) is evaluated over a linear segment \(\ell_k\) of the boundary:

\[
\int_{\Gamma_k} \mathbf{F}(\mathbf{X}) \, d\mathbf{X} = \int_{\ell_k} \int_{\Gamma_k} d\mathbf{X} \int_{\Omega(\ell_k)} f' (\mathbf{X'}) \delta(\mathbf{X'} - \mathbf{X}) \, d\mathbf{X'}
\]

\[
= \int_{\Gamma_k} f' (\mathbf{X}) \, d\mathbf{X} = \int_{\Gamma(\ell_k)} f' (\mathbf{x}) \delta(\mathbf{x} - \mathbf{X}) \, d\mathbf{x},
\]

(17)

where \(\Gamma_k\) denotes the linear segment between \(X_{k-1/2}, X_{k+1/2}, X_{k+1/2} := (X_k + X_{k+1})/2\), and \(\Omega(\Gamma_k)\) is a covering of \(\Gamma_k\) such that \(\Gamma_k = \Gamma \cap \Omega(\Gamma_k)\). The first integral of \(\mathbf{F}(\mathbf{X})\) in Equation (17) is approximated by

\[
\int_{\Gamma_k} \mathbf{F}(\mathbf{X}) \, d\mathbf{X} \approx \mathbf{F}(\mathbf{X}_k) \ell_k,
\]

where \(\ell_k := ||X_{k+1/2} - X_{k-1/2}||\), and the last integral of \(f(\mathbf{x})\) is approximated by

\[
\int_{\Omega(\Gamma_k)} f' (\mathbf{x}) \delta(\mathbf{x} - \mathbf{X}) \, d\mathbf{x} \approx f' (\mathbf{x} = \mathbf{X}_k) V_k,
\]

where \(V_k := V(\Omega(\Gamma_k))\) is the volume (or area) of \(\Omega(\Gamma_k)\). The choice of \(\Omega(\Gamma_k)\) can be somewhat arbitrary, and we use what proposed in Feng and Michaelides (2004):

\[V_k = \ell_k \delta_x,\]

as illustrated in Figure 2. Therefore we have:

\[
\mathbf{F}(\mathbf{X}_k) \ell_k \approx f' (\mathbf{X}_k) \ell_k \delta_x.
\]

(18)

For IBM, although it is not necessary for the test case studied in this paper, we ensure that \(\ell_k \leq \delta_x/2\) in our simulations.

With the relationship between the surface force \(\mathbf{F}\) and the body force \(\mathbf{f}\) given by Equation (18), the fluid-structure interaction between the flow evolved on the Eulerian mesh \(\{x_j\}\) and the interface on the Lagrangian grid \(\{X_k\}\) is carried out as follows:

- At each time step \(t = t_n\), flow fields \(\mathbf{u}^{(n)}\) and \(p^{(n)}\) are interpolated to a Lagrangian grid \(X_k\) from nearby Eulerian grid points \(x_j \in \Omega_h(\mathbf{X}_k)\) according to Equation (16), the hydrodynamic force is given by \(f'(\mathbf{X}_k)\) of Equation (14).
- The surface force \(\mathbf{F}(\mathbf{X}_k)\) is computed from the hydrodynamic body force \(f'(\mathbf{X}_k)\) according to Equation (18). If applicable, the integration of the surface force \(\mathbf{F}(\mathbf{X}_k)\) is used to evolve the body closed by the interface \(\Gamma = \{X_k\}\).
- According to Equation (11a), the surface force \(\mathbf{F}(\mathbf{X}_k)\) is re-distributed to the Eulerian grids as the body force in the Navier-Stokes Equation (10):

\[
f(x_j) = \sum_{X_k \in \Omega_h(x_j)} \mathbf{F}(\mathbf{X}_k) \delta_h(x_j - \mathbf{X}_k) h^{(d-1)},
\]

(19)

- With the body force \(\mathbf{f}\) due to fluid-boundary interaction given, the flow variables \(\mathbf{u}\) and \(p\) can be evolved to the next time step \(t = t_{n+1}\).

**Figure 2** Calculation of local forces at the boundary. The horizontal and vertical lines are the Eulerian mesh. The solid discs denote the grid points within \(\Omega_k\) with respect to \(X_k\). The dashed curve is the boundary \(\Gamma\) and the circles denote the Lagrangian points \(\{X_k\}\). The thick line denotes the linear segment \(\ell_k := ||X_{k+1/2} - X_{k-1/2}||\), and the shaded rectangle denotes the area \(V_k = \ell_k \delta_x\).

### 2.2.2 The body force in the LBE

To ensure the mass conservation up to the second-order Chapman-Enskog expansion, the procedure to include the body force \(\mathbf{f}\) in the LBE is the following:

- compute moments \(\mathbf{m} = \mathbf{M} \cdot \mathbf{f}\) at \(t = t_n\)
• compute \( j' = j + f \delta t / 2 \), then \( j' \) is used to compute the hydrodynamic force at boundary \( f'(X_k) \) and as the output of the flow momentum
• use \( j' \) to compute the equilibria \( m^{(eq)} \) of Equations (3), then the collision (or relaxation) step is carried out for the non-conserved moments using \( m^{(eq)}(\rho, j') \)
• compute \( j'' = j' + f \delta t / 2 \)
• compute the post-collision distribution \( f^* \) with \( j'' \) as the momentum
• advect \( f^*(t_n) \) to \( f(t_{n+1}) \).

2.3 LBE with non-uniformly stretched grids

The lattice Boltzmann equation employs a uniform Cartesian mesh with \( \delta_x \). To use non-uniform mesh, one can use either local grid refinement (Filippova and Hänel, 1998; Crouse et al., 2003; Tölke et al., 2006) or grid stretching (He et al., 1996, 1997; He and Luo, 1997) and the latter approach is used in this study. In the grid-stretching approach, one can use an arbitrary non-uniform mesh with the finest grid spacing of \( \delta_x \). On an arbitrary non-uniform mesh, the advection step in the LBE does not transport data from one grid point to another, thus interpolations are required where the grid spacings are larger than \( \delta_x \).

In this work we will use a very simple grid stretching strategy for a two dimensional Cartesian mesh. About a rectangular uniform fine mesh of \( \delta_x \), the grid spacings are stretched exponentially along both \( x \) and \( y \) directions beyond the four boundaries of the fine mesh, as illustrated by Figure 3. The stretched grids are given by:

\[
x_k = A_x e^{\pi \xi_k}, \quad \xi_k = \frac{(k-1)}{(N_x-1)} \xi_\infty = (k-1) \delta_x, \tag{20a}
\]

\[
y_k = A_y e^{\pi \eta_k}, \quad \eta_k = \frac{(k-1)}{(N_y-1)} \eta_\infty = (k-1) \delta_y, \tag{20b}
\]

where index \( k \) is only used for the stretched grids, \( A_x \) and \( A_y \) are parameters which determine the first stretched grid spacing in \( x \)- and \( y \)-axis, respectively, \( N_x \) and \( N_y \) are the numbers of non-uniform grids in \( \xi \) and \( \eta \) coordinates, respectively, and \( x_\infty := e^{\pi \xi_\infty} \) and \( y_\infty := e^{\pi \eta_\infty} \) are the boundaries in the corresponding directions. We define:

\[
dl_{\xi j} = \xi (x_j - c_i \delta t) - \xi (x_j), \tag{21a}
\]

\[
dl_{\eta j} = \eta (x_j - c_i \delta t) - \eta (x_j). \tag{21b}
\]

The values of the parameters pertinent to grid stretching will be given later.

On the non-uniform mesh, the distribution functions can be computed by using second-order upwind interpolations:

\[
f_i(j, k, t_{n+1}) = \sum_{j', k'=0}^{2} a_{j'j,k'k}^i f_i^*(j - i_x j', k - i_y k', t_n), \tag{22}
\]

where \( i_x = \text{sign}(c_{ix}) \) and \( i_y = \text{sign}(c_{iy}) \) are the signs of discrete velocity components \( c_{ix} \) and \( c_{iy} \), respectively, \( c_i = (c_{ix}, c_{iy}) \). The interpolations are upwind with respect to the discrete velocity \( c_i \). The interpolation coefficients are

\[
a_{j,0}^i = \frac{(|d_i \xi_j| - \delta_\xi) (|d_i \xi_j| - 2 \delta_\xi)}{2 \delta_\xi^2}, \tag{23a}
\]

\[
a_{j,1}^i = \frac{|d_i \xi_j| (|d_i \xi_j| - 2 \delta_\xi)}{2 \delta_\xi^2}, \tag{23b}
\]

\[
a_{j,2}^i = \frac{|d_i \xi_j| (|d_i \xi_j| - \delta_\xi)}{2 \delta_\xi^2}, \tag{23c}
\]

where \( \delta_\xi := \xi_\infty/(N_\xi - 1) \) and \( \delta_\eta := \eta_\infty/(N_\eta - 1) \) are the grid spacings in the new coordinate system \( (\xi, \eta) \), \( b_{k,k'}^i \) can be defined similarly by substituting \( |d_i \xi_k| \) and \( \delta_\xi \) for \( |d_i \xi_j| \) and \( \delta_\xi \), respectively, in \( a_{j,j'}^i \).

Figure 3: Illustration of stretched mesh. The shaded part is the fine mesh of the grid space \( \delta_x = 1 \)

It should be noted that interpolations used in grid stretching increase numerical dissipation and anisotropic effects in small scales close to the grid spacing \( \delta_x \) (Lallemand and Luo, 2003). However, the effects due to the second-order interpolations are beyond \( k^2 \), where \( k \) is the wave-number. Given the fact that the LBE method is second-order accurate in space, the interpolations would not affect the formal numerical accuracy of the LBE method and the results in simulations, as observed previously (He et al., 1996, 1997; He and Luo, 1997).

3 Results and discussion

In this study we intend to compare the immersed boundary method with the interpolated bounce-back boundary conditions in the lattice Boltzmann equation, so the numerical accuracy and computational efficiency of these two methods can be assessed. We will compare these two methods by using the test case of the flow past a cylinder asymmetrically placed in a channel in two dimensions.
3.1 Flow configuration, boundary conditions, and numerical mesh

Figure 4 illustrates the geometric configuration of the flow past a cylinder asymmetrically placed in a channel in two dimensions. The cylinder diameter is \( D \). The computational domain is \( L \times H = 22D \times 4.1D \), as depicted in Figure 4. A rectangle of \( 1.5D \times 3.0D \) co-centric with the cylinder is covered with fine grid of \( \delta_x = 1 \). The grid spacings beyond the rectangular area are stretched. Table 1 provides the values of the grid spacings in the unit of \( \delta_x \) with minimum and maximum stretching in right (+x), left (-x), upper (+y) and lower (-y) part of mesh with respect to the cylinder centre for all the meshes used in our calculations. In the upper stream and spanwise directions, the grids are not stretched severely. However, grids near the outlet are stretched with a factor larger than 20.

The cylinder diameter \( D \) and the maximum velocity at entrance \( U_{\text{max}} \) define the units in this problem. The unit of time is defined by \( D/U_{\text{max}} \). Therefore the grid spacing \( \delta_x \) and the time step \( \delta_t \) are given by \( \delta_t = \delta_x = D/N_D \), with \( D = 1 \) and \( N_D \) is the number of grid points across the cylinder radius. The Reynolds number for this flow is defined by

\[
\text{Re} = \frac{UD}{\nu},
\]

where \( U = 2U_{\text{max}}/3 \) is the mean velocity. We compute the drag and lift coefficients, \( C_D \) and \( C_L \):

\[
C_D = \frac{F_D}{\frac{1}{2} \rho U^2 D}, \quad C_L = \frac{F_L}{\frac{1}{2} \rho U^2 D},
\]

where \( F_D \) and \( F_L \) are the drag and lift forces, respectively. For the LBE with IBM, \( F_D \) and \( F_L \) are easily determined by:

\[
F_D = - \int_{\Omega} f_x \, dx = - \oint_{\Gamma} F_x \, dX, \quad F_L = - \int_{\Omega} f_y \, dx = - \oint_{\Gamma} F_y \, dX,
\]

where \( f_x \) and \( f_y \) (\( F_x \) and \( F_y \)) are the \( x \)- and \( y \)-components of the body force \( f \) (the surface \( F \)), respectively, and \( \Gamma \) is the cylinder boundary. For unsteady flow, the Strouhal number is defined by

\[
\text{St} = \frac{f_u D}{U},
\]

where \( f_u \) is the frequency in the lift force.

For the interpolated bounce-back method, the force exerted on the cylinder is computed from the momentum transfer at the boundary. Each boundary location \( r_j \) is
defined by the intersection between the cylinder boundary and a velocity vector connecting two grid points, as illustrated in Figure 5. At each intersection point \( r_j \), the hydrodynamic force exerted on the cylinder is

\[
F = \sum_{r_j \in \Gamma} F(r_j), \quad F(r_j) := [f_i^+(t_n) + f_i(t_n)] c_i, \tag{30}
\]

where \( c_i \) connects a fluid node to a non-fluid node; \( f_i^+ \) is the post-collision distribution of a particle heading to the collision with the boundary and \( f_i \) is the pre-collision distribution of a particle returned by the collision with the boundary. Either \( f_i^+ \) or \( f_i \) has to be computed by using the interpolations of Equation (7), depending on the position of \( r_j \) with respect to fluid grids.

Figure 5 Illustration of the boundary points for the interpolated bounce-back boundary method in the LBE. The boundary points are marked by solid discs (●). The fluid and non-fluid nodes are marked by open circles (○) and squares (□), respectively. The curve represents a boundary.

3.2 Steady flow at Re = 20

We first carry out the simulation for the steady flow at \( \text{Re} = 20 \). We use \( U_{\text{max}} = 0.03c \) (\( \overline{U} = 0.02c \)), and vary the values of both \( N_D \) and \( s_u \) to maintain a constant Re according to: \( 1/s_u = 2\overline{U}N_D/\text{Re} + 1/2 \). We use the following criterion for the steady state:

\[
\max_{x_j} \left\| \frac{u^{(n+1)}(x_j) - u^{(n)}(x_j)}{\overline{U}} \right\| \leq 5.0 \times 10^{-6}. \tag{31}
\]

It is important to note that, even after the criterion of Equation (31) is satisfied, the \( C_D \) and \( C_L \) and other quantities are still fluctuating in time. Figure 6 shows the phase diagram of \( C_L(t_n) \) vs. \( C_D(t_n) \) for the case of \( D = 40\delta_x \). The variations for both \( C_D \) and \( C_L \) are of the order of magnitude larger than those of \( C_D \) and \( C_L \) after the convergence criterion (31) is attained. However, relative error in \( C_L \) is about 50% in this case, while that of \( C_D \) is less than 1%, because \( C_D \) is more than two orders of magnitude larger than \( C_L \). Each cycle of \( C_L - C_D \) in Figure 6 takes about 300 iterations in time, and will take longer and longer as \( t_n \to \infty \), because the LBE is an explicit scheme. After Equation (31) is satisfied, additional 2000 iterations are run to obtain the maximal and minimal values of \( C_D \) and \( C_L \) and then the mean values of \( C_D \) and \( C_L \) are computed. We also compute the difference of pressures at the front and back of the cylinder, \( \Delta p \), and the recirculation length \( L_r \) in the same way we compute \( C_D \) and \( C_L \). When the cylinder front and back are not grid points, we measure the pressures at the nearest grid points instead. These grid points are at most \( \delta_x/2 \) away from the true boundary locations, and because the pressure \( p \) is rather smooth at low Reynolds number, we do not use extrapolations or other means to compute the pressure at the boundary of cylinder.

Figure 6 \( C_L(t_n) \) vs. \( C_D(t_n) \). \( \text{Re} = 20 \) and \( D = 40\delta_x \). After the convergence criterion is met, 2000 iterations are plotted in this figure: (a) the interpolated bounce-back method and (b) the immersed-boundary method.

Table 2 compiles the results of the drag coefficient \( C_D \), the lift coefficient \( C_l \), the pressure difference \( \Delta p \), and the recirculation length \( L_r \) for both the interpolated bounce-back method and IBM, with the resolutions of \( D = 10\delta_x \) and \( 20\delta_x \). Table 2 includes the number of grid points \( N_x \times N_y \), and the number of iterations \( N_t \) and CPU time to attain the convergence criterion (31). Clearly, with the same resolution, the interpolated bounce-back method yields much more accurate results for \( C_D \), \( C_L \), \( \Delta p \), and \( L_r \) than the immersed-boundary method, while the computational time of these two methods are comparable. We also include the lower and upper bounds of \( C_D \), \( C_L \), \( \Delta p \), and \( L_r \) given by Schäfer and Turek (1996). We use the averaged values of the lower and upper bounds and the values obtained with the largest mesh size to compute the relative errors, which are also included in Table 2. Clearly, the interpolated bounce-back method is much more accurate than the immersed-boundary method, the errors in the measurements obtained with the interpolated bounce-back method is almost one order of magnitude smaller than that obtained with the immersed-boundary method, except for \( C_L \). In the case of \( C_L \), the results are not well converged and it is only fortuitous that the IBM yields a better result.

To further investigate the difference between the immersed-boundary and interpolated bounce-back methods, we show in Figure 7 the normalised radial velocity \( \bar{u}_r := u_r/U_{\text{max}} \) and normalised tangential velocity \( \bar{u}_{\theta} := u_{\theta}/U_{\text{max}} \) on the cylinder surface. The angle \( \theta \).
The results are shown in Figure 8. In most cases, both the interpolated bounce-back and the immersed-boundary methods exhibit a second-order rate of convergence. For the the interpolated bounce-back method, the error of the lift coefficient $C_L$ does not behave smoothly and the reason is that the results of $C_L$ have yet to converge and its relative error in large (about 50%), as discussed previously. For the immersed-boundary method, the recirculation length $L_r$ does not change much as the mesh resolution is refined.

Figure 7  Surface velocity with $Re = 20$. The radial velocity $u_r/U_{max}$ and tangential velocity $u_\theta/U_{max}$ at the cylinder surface: (a) $D = 40\delta_x$ and (b) $D = 80\delta_x$.

It should be noted that the CPU time for the interpolated bounce-back method is almost one order of magnitude longer than an optimised code. Usually, one can combine collision and advection together in one single do-loop to minimise data access time. In the present study, the collision and advection are carried out separately and our code is not optimised. However, the ratio between the CPU times of two methods should not be affected by whether...
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the codes are optimised or not, so long as the LBE part in both methods are the same.

3.3 Unsteady flow at Re = 100

The calculations for the unsteady flow at Re = 100 are carried out with the same meshes for the steady flow of Re = 20. The maximum velocity at the entrance is \( U_{\text{max}} = 0.15c \).

For each run, a number of iterations, \( N_t \), is carried out so that the solution reaches a periodic state. As an example, we show in Figure 9 the \( C_L-C_D \) phase diagram for the case of \( D = 40\delta_x \). Clearly, the solution has reached the periodic state at this stage, the values of \( C_{\text{max}}^D \) and \( C_{\text{max}}^L \) only vary in their fourth significant digits after each period. The values of \( C_{\text{max}}^D \) (corresponding to \( C_L < 0 \)), \( C_{\text{max}}^L \), \( \Delta p \) and St are the mid-values of maxima and minima of these quantities within 2,000 iterations after \( N_t \) initial iterations.

Figure 8  Steady flow at Re = 20, convergence of (a) \( C_D \), (b) \( C_L \), (c) \( \Delta p \) and (d) \( L_r \). The dashed lines have a slop of \(-2\).

Figure 9  \( C_L(t_m) \) vs. \( C_D(t_m) \), Re = 100 and \( D = 40\delta_x \). After \( N_t \) iterations (cf. Table 3), 2000 iterations are plotted in this figure: (a) the interpolated bounce-back boundary conditions and (b) the immersed-boundary method.

Table 3 compiles the results of \( C_{\text{max}}^D \), \( C_{\text{max}}^L \), \( \Delta p \), St, \( N_t \) and the corresponding CPU time for the unsteady flow of Re = 100. We note that, for the immersed-boundary method with the resolution of \( D = 10\delta_x \), the solution does not have the vortex shedding, indicating that the mesh is too coarse for the immersed-boundary method in this case. In contrast, the interpolated bounce-back method with the resolution of \( D = 10\delta_x \) produces reasonable results. The largest mesh used in the immersed-boundary calculation is \( D = 100\delta_x \), finer than that of \( D = 80\delta_x \) in the interpolated bounce-back calculation. We note that value of \( C_{\text{max}}^L \) is systematically larger than the value given by Schäfer and Turek (1996). Overall, the interpolated bounce-back method produces more accurate results than the immersed-boundary method.

Figure 10 shows the convergence behaviour of \( C_{\text{max}}^D \), \( C_{\text{max}}^L \), \( \Delta p \), and St. Except the case of \( C_{\text{max}}^D \), other quantities, \( C_{\text{max}}^L \), \( \Delta p \), and St, all exhibit a second-order rate of convergence. With the interpolated bounce-back method, the value of \( C_{\text{max}}^D \) is rather accurate even with a low resolution of \( D = 20\delta_x \) – it has two significant figures accurately computed.

4 Conclusion

In this work we present a preliminary comparison of the interpolated bounce-back and the immersed-boundary methods in the lattice Boltzmann equation in two dimensions. The two methods are validated through the simulations of the flow past a cylinder asymmetrically placed in the channel with the Reynolds number \( Re = 20 \) and 100 (Schäfer and Turek, 1996). Our observations are summarised follows.

For the benchmark problem of the flow past a cylinder in channel (Schäfer and Turek, 1996), both the interpolated bounce-back and the immersed-boundary methods have
comparable computational speed, i.e., with an identical mesh, the CPU times per iteration for the two methods are almost the same. However, the immersed-boundary method is relatively easier to implement. Based on the results we have shown, the interpolated bounce-back method is much more accurate than the immersed-boundary method, although, interestingly, both methods exhibit a second-order rate of convergence. This is interesting because the immersed-boundary method is a first-order method. We note that the LBE coupled with front tracking method also exhibits a second-order rate of convergence. This is interesting because the immersed-boundary method is much more accurate than the immersed-boundary method when compared to the interpolated bounce-back method. Consequently, the immersed boundary method yields less accurate results than the interpolated bounce-back method.

Because of its easy implementation, the immersed-boundary method has a great potential for modelling and simulations of moving boundary problems, such as particulate suspensions and deformable objects in fluids. Since there have been only few works on the subject of the IBM combined with the LBE, this subject deserves further investigation.
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